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☐ Summary: In recent multilingual NLP studies, multilingual pretrained language models (MPLMs), such as mBERT, XLM-R etc., which are jointly pretrained on multilingual corpora, have shown their multilinguality and strong cross-lingual transfer ability[1,2]. However, MPLMs are usually pretrained on unbalanced datasets w.r.t. the distribution of different language resources, and thus MPLMs’ representation ability varies greatly among different languages. The main idea of this study is to exploit the MPLMs’ strong representation and rich resources of high resource languages (such as English) and to improve the cross-lingual transfer performance for under-represented languages. A method to realize this idea is cross-lingual retrieval-augmented prompting, which is based on the prompt learning[3] method emerging in recent years. Previous study shows that this method takes effect for a set of low-resource languages in classification tasks in zero-shot setup without finetuning[4], indicating potential applications to more fields. This study tries to explore the extensions of this method, for example, to new types of tasks, such as generation tasks (summarization etc.); to other setups, e.g. combined with finetuning; and to new languages that are e.g. not seen in the pretrained data, or even to other modalities than languages. This topic will be co-supervised by Ercong Nie and Sheng Liang.


☐ Prerequisites: Good programming background in Python; experience in NLP, DL and PyTorch; basic knowledge of transformers; preferably with some linguistic background.