**Topic #2: Massively Multilingual Transformers meet Massively Multilingual Lexical Supervision**

**Level:** Demanding, appropriate for ambitious master students, ideally with prior experience with deep-learning-based natural language processing and deep learning libraries (e.g., PyTorch)

**Short description:** Pretrained Transformer-based language models are still only distributional in nature and could benefit from clean linguistic knowledge, e.g., relations between words and concepts, that are encoded in external knowledge resources [1, 2]. Injecting linguistic constraints into pretrained LMs like BERT [3] has been mostly limited to monolingual English setup (i.e., monolingual English lexico-semantic knowledge, e.g., from WordNet, injected into a pretrained monolingual English Transformer, e.g., BERT).

Rich massively multilingual lexico-semantic resources such as BabelNet [4], however, do exist, and offer a plethora of multilingual lexico-semantic knowledge that could be used (1) to enrich the knowledge stored in pretrained multilingual Transformers such as multilingual BERT, XLM-R [5], or mT5 [6] and (2) to better align the representation spaces of individual languages in the massively multilingual representation space that these transformers span. For the latter, there is evidence that the representation spaces spanned by multilingual transformers are not purely driven by semantics (i.e., meaning) but also by language(s) [7]: accordingly, injecting large-scale cross-lingual knowledge at the lexical level from BabelNet, across a large number of languages, should lead to better semantic alignment of language-specific subspaces of massively multilingual transformers.

This thesis will investigate a number of learning objectives (e.g., feeding monolingual and cross-lingual word pairs into Transformer and predicting lexico-semantic relations from BabelNet; or obtaining node representations from the multilingual Transformer and then predicting nodes in the knowledge graph from the neighbourhood) and regimes (e.g., full vs. adapter-based fine-tuning of pretrained multilingual transformers). The final evaluation of the lexically-enhanced multilingual transformers will be in (zero-shot) cross-lingual transfer for downstream NLP task, with the emphasis on language understanding tasks such as question answering and natural language inference. To this end, we will use the standard benchmarks such as XTREME [8] or XGLUE [9].
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