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- **Summary:** In this project, we will investigate the current state of few-shot learning approaches that make use of prompts/instructions, such as in-context learning, multitask instruction tuning, and prompt-based tuning. Despite the success of these methods, it has been observed that they can exhibit high variability across different features, such as prompt design [1], verbalizer design [1], selected few-shot examples [2], and randomization during finetuning [2]. The proposed research aims to explore and expand upon these features and create a benchmark for evaluation using existing datasets. Additionally, a set of evaluation metrics will be introduced and existing approaches, such as GPT-3/BLOOM/OPT for in-context learning, Flan-T5/BloomZ for instruction tuning, and PET/OpenPrompt for prompt-based tuning, will be analyzed.
- **Prerequisites:** Experience in Pytorch/HuggingFace.
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